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Abstract—Peer-to-peer anonymous networks offer the re- such as VoIP and web-services.q. GoogleDocs) require
sources to support today's Internet applications. In todays |engthy communication sessions. Long sessions in these ap-
dynamic networks, the key challenge to these systems arises,jications increase the number of path rebuilds per session

from node dynamics and failures that disrupt anonymous rout . - . -
ing paths, forcing them to be frequently rebuilt. Not only do further increasing their vulnerability to the predecessitack.

these path rebuilds interrupt application sessions, but tey also Prior work in this area has proposed limited defenses
leak information to logging attacks such as the predecessor against the predecessor attack. Wright et al. showed tiveg us

attack, leading to significant degradation of anonymity ove persistent nodes in anonymous routes can protect pathssagai
long sessions. In this paper, we propose Bluemoon, a newyne nredecessor and other passive logging attacks [31% Thi

anonymous protocol that provides strong resilience againsthe . . ilar to th f trusted “ d nodes” deploved i
predecessor attack through the use of persistent anonymotigks 'S Smiiar 10 the use ot trusted "guard nodes" deployed in

called hooks. When chained together, these links create robust the popular Tor network. Unfortunately, persistent nodes a
anonymous paths that avoid path disruptions and rebuilds awss  difficult and costly to maintain, and are generally unavséa

node failures. Through detailed analysis, we show that retive  in today’s dynamic networks. In addition, their persistenc
to prior approaches, Bluemoon provides significantly stromer 54 scarcity makes them obvious targets for attacks, arid the

resistance against predecessor attacks. Finally, we impteent . Id lead to sianifi t f ity 1
and deploy a prototype on both local and Internet-scale netark ~ COMPromise would fead to significant 1oss ot anonymity [1].

testbeds, and show that it provides high throughput even in igh- In this work, we propose Bluemoon, a novel anonymous
load environments such as PlanetLab. communication protocol that provides strong resiliencaiagt

predecessor attacks in dynamic network conditions. Ou pro
tocol defends against the predecessor attack using persist
Today'’s Internet applications extend well beyond tradigélb anonymous links, referred to awoksfrom here onwards,
email and web browsing to contemporary applications suchlasilt from reliable peer-to-peer storage. These hooksuthel
\VolIP, streaming media and web services. However, protectiencryption keys necessary for relaying traffic to the nexi,ho
of personal privacy in network applications has not kepiepacand are stored reliably despite nodes entering and leaving
The most popular deployed anonymous network is Tor [1Ghe network. This reliable storage provides the abstraaid
Infrastructure-based solutions such as Tor offer limited ra persistent anonymous link (hook). Routing through these
sources, thus supporting only TCP-based applications ttmatoks provides robust anonymous paths that eliminate path
can survive in a resource-constrained environment [17]. Tebuilds except in the case of massive correlated nodeéailu
support resource-intensive applications, one alteraasvto Not only does this provide reliable anonymous sessions, but
use an open peer-to-peer anonymous infrastructure suchitadso means attackers have minimal information with which
Tarzan [13], where each application endpoint acts as anyanoto compromise the identity of the communication endpoints.
mous relay and brings additional resources to the network. This paper makes three key contributions. First, we propose
However, the dynamic nature of peer-to-peer networks poske use of persistent anonymous links (or hooks) to build
significant challenges to the reliability and security obap- end-to-end anonymous paths. We describe our protocoldcalle
mous protocols. Since nodes can enter or leave the networlBatemoon, and give details on an implementation of hooks
any time, this “churn” breaks existing anonymous paths aridat relies on reliable storage from Distributed Hash Table
forces them to be rebuilt by communication endpoints. Ea¢BHTs). Second, we perform detailed analysis to measure
path rebuild not only disrupts communication and consumBfuemoon’s resilience against the predecessor attack, and
resources, but also exposes the flow to passive loggindkattaalso quantify its overall anonymity using an entropy-based
such as the predecessor attack [30], [32]. The predecessoonymity metric. Our analysis shows that compared to pop-
attack is a robust traffic analysis technique where collgdirular protocols such as Onion Routing, Bluemoon provides
attackers such as Sybil identities [12] correlate knowéedfy several orders of magnitude increase in resilience against
participants in a flow across its path rebuilds, allowingnthethe predecessor attack. Finally, we evaluate our Bluemoon
to infer the identity of the source and receiver from thejprotocol using both detailed simulations and measurenadnts
frequent appearances on multiple paths. Predecessoksttacdeployed prototype. Measurements from both a local aluste
are practical, and can be successfully launched by even leand the PlanetLab network testbed show that our prototype is
resource nodes [1]. Furthermore, today’s popular appdicat efficient, supporting throughputs up to 200Mb/s on our @ust
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and 4Mb/s on bandwidth limited PlanetLab nodes. Relay Group ’. Relay Group Root (O Relay Group Membef‘

[I. ATTACK MODEL AND ASSUMPTIONS Src O O) O 02
We use the following terminology in this paper.modeor O . 9}53\,9%5?
peeris a single instance of the Bluemoon router running on a O ‘:' O O) Revr O

single IP address and port. Tlkeurcenode sends messages

to the receiver node. Continuous communication between a
source and receiver is called a “session.” Fig. 1. A source forwards a message along an anonymous path

consisting of a chain of relay groups. The root of each relaug

Goals. We designed our system with several goals in mintiyoadcast the message to group members while forwarding ib o
listed here by priority: the next hop. The receiver is hidden inside one of the relays.

1) Anonymity against malicious peergrovide source and

receiver anonymity against colluding attackers, includ-

- : ath, then work together to gain information about the itgnt
ing those performing the predecessor attack [30], [32]: . ) .
2) Deterministic stability under network churrprovide Ef the source and receiver. As the path is repeatedly rebuilt

highly stable end-to-end paths in the presence of no. ntities of the source and receiver can be inferred becaus
failures and dynamics they must be present on each of the anonymous paths. For

3) Performancemaximize routing performance to meet théradmonal Chaum-mix systems, the path must be rebuiirait

: ; o single node failure on the anonymous path. If we call the
glprsltijggtip;urfsrequwements of today's bandwidth-hung me period between two path rebuilds a “round,” it is shown

that it only takeg ££)2log(IV) rounds to derive the source and

Attack Model and Assumptions.We assume that aattacker the receiver of a path [30], [32] w.h.p., in a network &f

is a participant in the network who passively monitors angodes out of whick: are colluding attackers.

logs all interactions with other participants. Attackenstihe We achieve the goal of avoiding path rebuilds with one key

network will collude and share all logs with zero delay. Ansight: that usingpersistent anonymous link®r hooks) as

fraction of the network can be malicious at any given timbuilding blocks in a Chaum-mix style multi-hop anonymous

and hence can monitor a fraction of the links in the networketwork leads to significant reduction in path failures. feac

However, attackers in our model do not perform active atackook acts as a persistent link due to the robust DHT storage

on messages like tampering, dropping, or reverting enioypt layer it is built on, and is persistent unless there is a massi

Hence, we further assume that the attackers can performgimfailure in the DHT layer. Because our paths are constructed

analysis to identify messages that belong to the same sessitom these hooks, they are significantly robust to peer-to-

This enables attackers to perform the predecessor attack. peer node dynamics. Thus paths do not need to be rebuilt,
Similar to prior work on passive logging attacks [30], [31]eliminating information leakage that make attacks sucthas t

we do not assume a global adversary able to monitor apredecessor attack possible.

correlateevery packet on every link the network. Such an In the rest of this section, we will describe our new

adversary equipped with timing analysis capability carkra anonymous routing protocol called Bluemoon built on hooks.

down the packets despite the presence of cover traffic [15]we describe an implementation that relies on DistributesiHa
Finally, our work focuses on protecting anonymity at the aprables [7] for reliable storage, and then discuss the is§ue o

plication level. While attackers can also target messagen® path construction through hook insertion. Finally, we dibsc

at the overlay layer, a number of new protection mechanismgnagement and expiration of hooks, and how to construct

have been proposed to secure the overlay routing layer [1dhonymous reply paths in Bluemoon.

[4], [18]. We believe these mechanisms can sufficientlygubt

against dropping and mis-routing messages. We also assuieR€alizing Hooks via Relay Groups

that every node joining the anonymous network is assignedour protocol forwards traffic across multiple relays, each

a nodelD securely, either through a secure hash of a nadlentified by an application level ID. We introduce the natio

forgeable secret, or through assignment via a central CA [4ff Hooks. Conceptually, a hook can be stored as a tuple

(<R;, K;, R;+1>) that includes the ID of the current relay

I1l. DESIGN AND IMPLEMENTATION DETAILS 4 .
. . . _ (R;), an encryption key used to decrypt traffi&’,), and the
Our primary goal is to build an anonymous routing protocqb of the next relay in the pathi(,.).

that pr_ovides a_nonymity levels similar FO prior system;hsuc Since single node relays can easily fail, we use groups of
as inon untmg [1.01’ and also provides strong resistanggqes to ensure reliability. These “relay groups” are itfiiexit

against passive logging a.ttaCkS such as predecessorsattaclijy a single ID. All members of the group store the hook
a peer-to-peer (P2P) environment. tuple, and are therefore capable of forwarding traffic on to
Impact of Predecessor Attacks. One of the most powerful the next relay group. We call the node that actually forwards
and fundamental attacks on anonymous systems idthe each message to the next group the “relay group root.” We will
decessor Attack30], [32]. In this attack, colluding attackersexplain the implementation of relay groups and how roots are
use timing analysis to determine that they are on the sawteosen in Section I1I-B. In addition to forwarding traffic ttoe



next hop, each relay group root also broadcasts the messaggensive in terms of node IDs required, and increases lyuick
to all members of the relay group. in larger networks [19].

The receiver of an anonymous session is hidden in one of the
relay groups on the path. It receives its messages when tf%y
are broadcasted by the local relay group root. The messag®ecall that Bluemoon routes messages through a chain of
source encrypts its messages with the appropriate synumelrdoks, each equivalent to an anonymous hop, as shown in
keys such that, when they arrive at the receiver’s relay grodrigure 1. During path construction, all relay groups IDs are
the packets are encrypted only with a session key shareddajected uniformly at random, except the group contairtiieg t
the source and receiver. This symmetric key is chosen by ttezeiver. To include the receiver, the receiver's group tmus
source and delivered to the receiver encrypted by its pubbe chosen within a limited identifier space range away from
RSA key (obtained from an offline CA). Message forwardinthe receiver. We present detailed proofs of how far the vecei
continues even past the receiver’s group, and terminates wigroup ID can be from the node ID of the receiver in Section IV.
the end of the path is reached, indicated by:a; whose
value is null. We illustrate an anonymous path in Figure 1.

Anonymous Communication using Hooks

Anonymous Hook Setup. To maintain anonymity during
hook insertion, the source uses a probabilistic random walk
similar to Crowds [21], where the message is forwarded
B. Building Hooks using Distributed Hash Tables (DHTS) through random nodes and has a constant probabilitf

DHTs are scalable overlay networks that provide highg€ing delivered to the destinatiofi; after each hop. While
reliable storage based on a key-value hashtable interigce f1€ Path setup in Crowds is shown to be vulnerable to
[27], [22]. All nodes in the overlay are assigned node ipde predecessor attack [30], our hook setup process is less
chosen uniformly at random from a large namespag, vulnerable for two reasons. First, the attack on Crowds [30]
the 160-bit integer space. Given a key-value tuple, the DHRSSUMes that the source repeatedly talks to the same receive
routes the tuple to a node whose own 1D most closely matchi8ilé our hook insertion is a one-time operation. Second,
the key. The DHT also replicates and maintains the tuple foWds path setup includes the receiver's information airpl
storing it on a small group of nodes. For each key-value tugfext, where our hook setup messages include only the hook's
associated with a keyk, the DHT proactively replicates the key, and not the identifier of the real receiver. As a restif, i
tuple across thg nodes in the network closest 6 in node fraction f of the network is malicious, the attackers will see,
ID. Increasing the replication factgrimproves the availability With probability f, the source node send one message to relay

of the stored data. Numerous studies have shown that DHEF@UP- But unlike Crowds, attackers have no information to
provide highly reliable storage across node failures [6]. correlate different hook setup messages with the same flow.

We assume that all nodes in our anonymous protocol &erwarding Traffic. ~After the path is constructed, a source
members of a DHT network. So we implement our relagodeA performs multiple layers of encryption on the message
groups by defining each relay group as theodes associated using the keys in the hooks in the right order and forwards the
in the DHT with a keyk’, the relay group ID. Therefore, relaymessage along the chain of hooks, much like Onion Routing.
group IDs are chosen from the same namespace as all oveWglyen this data message wrapped in layers of encryption
nodes in the DHT. We use the reliable storage of DHTSs to stagfrives at each hook, the DHT delivers this message along
and maintain the hook across the ongoing node dynamicswith hook identifierR; to the relay group root. This root node
a P2P network. The DHT guarantees that incoming messagesn locates the hook tuple associated with identifgrand
for a relay group will arrive at one of the nodes storing thases the keyk; to decrypt one layer of the messagé;,
hook tuple, and therefore is processed and forwarded ondlstaining the new message; |, forwards the new message
the next hop. to the next hop, and finally broadcasts the new message to its

The DHT greatly simplifies our management of relay grougsoadcast group as illustrated in Figure 2.
and group roots. Members of the relay group are¢h®des  To ensure the confidentiality of the message sent to the
actively maintaining a copy of the hook tuple. The relay groureceiver B, all messages sent byl are encrypted with a
root is the node whose ID most closely matches the group IBymmetric session key. At path setup timé,generates the
and can easily be identified by sending a DHT message to #ession key for the path, encrypts a magic number and the
group ID. As nodes come and go, the DHT ensures that thession key with the public key d? obtained by contacting
hook tuple is stored on the nodes closest in ID to the relayan offline CA, and attaches the encrypted session key to the
group ID. Finally, the DHT allows us to create relay groupdata transferred. Thus, the payload looks like:
on the fly by storing a hook tuple using the desired relay ID. P, = < PubKeyp(MagicNumber, SessionKey), P;,_1>

Note that while our protocol leverages functionality of a All members of the relay group examine the message they
DHT, it does not expose the native DHT interface to Bluemoaeceive and try to decrypt the encrypted session key in the
nodes. For example, attackers cannot perfayet or put payload using their private key. If successful (indicatgdte
operations to retrieve or modify hook tuples. While attaskepresence of the magic number in the decrypted message), this
can repeatedly request node IDs to gain access to a giveember is the intended receiver and it decrypts the original
relay group, recent work has shown this attack to be extiemehessage using the decrypted session key. Members cache



PubKeyg(Magic #, Session Key), Session Key(M) PubKeyg(Magic #, Session Key), Session Key(M)

Fig. 2. Message decryption in Bluemoon. Each relay group root resmavlayer of encryption using its symmetric k&y, and forwards
the message to the next relay groBp,1 and to the other members of its group.

the result of this decryption to avoid expensive asymmetri& Formalizing Our System

decryption of future payloads with the same session key. At a high level, our approach improves path robustness by

Hook Management. Each hook has a pre-defined lifespafreaking a traditional Chaum-mix path into multiple links,
L%, a system-wide parameter, after which it expires argfch represented by a single persistent anonymous link e ca
is automatically removed. This “soft-state” approachwaio @ hook The source forwards its messages through a number
implicit hook removal without divulging the source idegtit (12) of hooks, each identified by a unique ID in the namespace.
Note that we do not perform explicit hook revocation, sincEhe nodelDs aren-bit numbers assigned uniformly at random
those messages can be logged and used to compromisebtha central offline CA.
source node’s anonymity. Each hook forwards messages to a broadcast group of size
The use of hooks breaks the traditional point-to-pointyrelay, where each member receives the message. We refer to the
path abstraction. Since a hook can be inserted on any identifniode whose nodelD best matches a hook’s ID asitiek root
multiple forward hooks can latch on to the same identifiegach hook root node forwards messages tg itsl broadcast
essentially providing light-weight anonymous multicabhis neighborhood, which on average covers a range on the overlay
can be used to repair or replace parts of an anonymadigiwork equal tal = ‘7]2\, nodelDs.
path without destroying the entire path. Take for example aThe destination or receiver can be hidden in the broadcast
sequence of two hooks that route traffic from identifigr., group of any hook in the path. Therefore, one of the hook
to R;, then fromR; to R, . To reroute traffic aroundk;, the 1Ds must be chosen such that the receiver’'s nodelD is close
source would insert a hook K;, R; 1> at identifierR,,, then enough for it to be included in the broadcast group. This
a hook<K;_,, R,> at identifierR;_,. Then, the relay group receiver ID is a random ID chosen from a restricted inter-
root at R;_; will multicast each message #®; and R,, until val near the receiver. In particular, let be the receiver’s
the original hook expires, effectively modifying the path.  ID. Then the desired receiver ID is a random number in

— e o= 1)2 (g—12™
Receiving Anonymous RepliesThe chaining of hooks can beI = -1 J,@ + [F55~—1]. We use this interval
‘because the source does not know which live nodes are in

easily extended to support anonymous replies from thevecei

. . 'that interval, but must make sure that the receiver will be pa
B to the sourceA. To receive replies, sourcd sets up a of the 0 — 1 nodes that will receive its messaqes
reverse chain of hooks going fro® to A. Each of these g ges.
hooks perform encryption on the data packets they receik@onymous Routing Overhead in BluemooriThe overhead
instead of decryption as on the forward chaihsends in its of routing a message in traditional anonymous routing syste
payload toB the location of the first hook” on the reverse like Onion Routing is equal to the length of the anonymous
path and the symmetric session key for the reverse path. pdth. In Bluemoon, however, each message is broadcasted to
replies are forwarded t6' and onwards back td. routed via hook members. As a result, the overheag tanes more than

the reverse chain of hooks back tb Onion Routing’s overhead for the same path length. However,
, this extra overhead provides significant benefits in terms of
IV. ANALYSIS OF BLUEMOON'S ANONYMITY anonymity and reliability of the path. We quantify this intalié

In this section, we perform detailed analysis to evaluatater in this Section, and experimentally validate in Sat¥.
Bluemoon’s resistance against the predecessor attack [30]
[32], and analyze our source anonymity and unI|nkab|I|t|y|gs . Analysis of the Predecessor Attacks and Network Dynamics
the entropy metric [9], [24]. In this section, we provide two analytical results. First,

Our attack model is the same model used to analyze the determine the number of rounds required for attackers to
impact of predecessor attacks [30], [32], thus allowing as perform a successful predecessor attack on Bluemoon.dn thi
directly compare our analytical results with those of pricanalysis, the worst case result for Bluemoon (and the best
systems. Our analysis assumes nodes relay traffic, but do cage for attackers) is when the receiver always stays within
perform mix operations such as padding, mixing or traffits broadcast group. We explore this assumption to obtadn th
shaping. We also assume Internet links introduce latenasprst case result for Bluemoon. Next, we seek to understand
variance and prevent attackers from detecting their pgecihe scenario when a receiver is “pushed” out of its intended
position on the routing path through perfect timing analysi receiver broadcast group by nodes entering the networls Thi



Src Onion Routing Recv Src Bluemoon
o e O ot —=0—e—0 0o g @ ume
Src Bluemoon 5gb dIS c ) gg dlb
<>q ffffffff ase
o E .g. dib Recv

Fig. 3. Scenarios for successful predecessor attacks aon@Routing and on Bluemoon (group size 4).

Case 1 Recv ‘ @ Attacker O Normal Node ‘

occurs when more thap nodes join during the “broadcasthas the highest probability whep— 1 members of a given
interval” defined ad. Using a stable network model, we boundelay group are attackers. In the second case, vithenk — 1
the time the receiver spends outside of its broadcast groupiat least one relay root is not an attacker), there is at least
For our analysis of Bluemoon, we conservatively define @ne group for which the attackers cannot get any information
round. Recall that the time period between two path rebuiltts correlate. Since this group might potentially contaie th
in Chaum-mix systems is called a “round.” But we defineeceiver, the attack is most benefited when all relay group
a round in Bluemoon as the time between failure or leaveots are attackers.
events ofany two nodes in a relay group-path. Therefore, our Therefore, there are two scenarios when Bluemoon is most
analysis measures degradation in anonymity as a functionvofinerable to the predecessor attack. First is when thekatta
any changes to the groups on the end-to-end path, not josttrol all other nodes in the receiver’'s broadcast grosp, a
changes to roots of relays groups. shown in the “Case 1" of Figure 3, which we examine in
1) Resilience to Predecessor Attackso understand the Lemma 1. The second scenario is when attackers control
highest probability of success of predecessor attack oe-Bluhe root nodes of all hook broadcast groups, as shown in
moon, we must determine the optimal configurations thahallcthe “Case 2” of Figure 3. They can then identify all nodes
attackers to observe and link a source and the receiver.idnall groups in a path and correlate them across rounds.
systems like Crowds or Onion Routing, the attacker config¥e examine this scenario in Lemma 2. We examine these
urations are simple. In Crowds, for example, each node thaio scenarios separately in the two lemmas and combine
forwards a particular message knows its receiver. Thegef@ur analysis to show that the predecessor attack succeeds in
attackers can easily identify each other on the same path an mmI(NRHP?Rng (N—g+D)?log N |\ 5i1nds in Theo-

identify the same path across rounds. In Onion Routing, the, 1. Note th;t we ot;tain th(ég worst case for Bluemoon by
receiver is always the last node on the path. Thus the SUCCeRSuming that receivers cannot leave their groups.
ful attacker configuration is where two attackers residehan t

path, one immediately after the source and one immediaté§mma 1. The probability that thec colluding attackers
before the receiver as shown in Figure 3. For Bluemoon, teéntrol all other nodes in the receiver's broadcast group,
receiver can reside in any of the hook groups along the pa@fld also the group root immediately following the source is
and hence we need to customize the attacker positions f&m)-

them to correlate paths across multiple rounds. _ Proof: We assume the probability to occupy a particular
Let us consider the situation when there are just WQsition in the namespace is uniformly distributed w.hie t

attackers on the path = 2, (assumeR > 3; otherwise, ina| number of positions. The probability that givemodes,

it degenerates to the case we analyze in Lemma 2) in tW0 | of them are in consecutive positions within the receiver's

separate relay groups. Assume that they are the rootsof,, and one node is the first group root after the source is:
two relay groups in the path (best for the attackers). ACroSs(Y=¢)  (y_gy(n—c)lel _ ¢9(N—g)! o9 -

rounds, the attackers can observe their predecessor group(Y) ~— N(N—¢)l(c—g)! NT S (NogiD)s
root, successor group root and the members of their groupgmma 2. The probability thatc colluding attackers control

However, as t_he receiver can be in any of the groups in tgﬁ relay roots isO( -5 ).
path, the confidence with which the attackers can identiéy th VTR _ N
receiver and correlate with the source is low indicating tha  Proof: Assuming that the: colluding attackers can join
we need more than two attackers. the network with the same probability in each position,

Suppose there are more than two attackérsy; 2 (and the probability that they control thé relay rooti}gat the
R > 3). Attackers are served best in both these cases whefurce has chosen for an anonymous path (-,%R) —
one attacker is the root of the first relay group. Then, ther%_R)!(N_c)!c! A(N_R)! . :)
are two ways to place the remaining attackers. First caseN§EN—c)I(c—R)! N1 < F—REIDF u

when they are all the group members of a single relay groughegrem 1. With high  probability, the number
and the second case is when they are lined up as the roohpf ounds that the ¢ colluding attackers need

relay groups on the path._ln the first case, when g —1 (at g perform a successful predecessor attack s
least one group member is not an attacker), the attackees héwz ) (mm |:(N7R+1)RlogN (N7g+1)910gN:|)
to disambiguate between the other two group nodes one of et ’ e '
which might be the potential receiver. This means the attack Proof: For thec colluding attackers to be sure that they




Crowds Onion Routing Bluemoon Ideal Network
Rounds req. w.h.p] O(Xlog N) | O((X)?log N) O(min[(N Ril)Tlog N (N— 9*”“‘)“]) O((X) log N)

c9

TABLE |
ASYMPTOTIC WORST CASE BOUNDS ON THE NUMBER OF ROUNDS REQUIREI COMPROMISE THE PROTOCOLS USING PREDECESSOR ATTACKBITH
HIGH PROBABILITY. IDEAL NETWORK RESULTS ARE ACHIEVED WHEN TIMING ANALYSIS IS NO' POSSIBLE

log the right source or sourcelreceiver pair they must la those positions fo'"i rounds.

positioned in the necessary locations in the namespacs. Thi2) Impact of Network DynamicsWe now consider the

is equally achievable in the following two cases: scenario where the receiver can be excluded from its breadca
Event A: The attackers have to control all nongroup by the addition of new nodes. When this occurs,
receiver nodes in the receiver’s group, and also tlatackers cannot see who is the receiver even if they cdedrol
first group root after the source, which has probabi&ll other nodes in the receiver group. We assume a stable
ity P[A] = &N;g“ 7 (Lemma 1). network Where the node join and leave r.a-ltes are equal. .
Event B: The attackers have to control all group Our goal is to understand the probability that the receiver

R s kicked out of its group, and how long it has to wait before
roots, which has probability’[B] = (N——R+1) rejoining and resume receiving messages from the source.
(Lemma 2). Under dynamic network churn more thgmodes could join

Next, we separately bound the number of rounds neededifig broadcast group interval 8&- IDs, pushing the receiver
achieve each event fot and B. _ outside the group that receive the messages from the source.
Let Xy, X5, ..., X7 be T random variables such that: To compare Bluemoon fairly against competing protocols,

1, if during the i-th round the attackers are
X, = in the positions required from event A

0, otherwise.
Let p; be the probability thafX; = 1, in our casep;, = P[A4]
and lety = E[X] = Z;“F 01 p;. By the Chernoff bound [16]

—p(n)? .
we haveP (X < (1—-71)u) < e £ In particularp; =
< ) andr = 1/2 we have :

we assume that the total number of nodes involved in a path
between the source and the receiver is a congtaimt Chaum-

mix protocols thesel. nodes are organized as a chain. In
Bluemoon, thel. nodes are organized as a chainfdofjroups,
each containing one root node and- 1 leaf nodes.

Theorem 2. With high probability, the receiver can leave its

(N—g+1)¢ broadcast group for up t@(L) rounds.
B = 9 B TcI9 Proof: There are two parts to the proof. First, we show
H= ; (N—g+1)9) \(N—g+1) how many nodes can join the receiver’s group in the worst

case. Second, we show how many rounds in the worst case

and so,P (X < (1—7)u) = P (X <1/2 (Tid)) < the receiver can be out of its group.

N—g+1 . . : L .
o8y _ S (1 ‘(_H B As formalized in Section IV-A, the receiver is in an interval
(=9tD7/, This probability is < & ifft T > of IDs I < 227
I

8(N +1)9 log N .
M- We can see that with probabilit’s* et X, X,,.. Xy be N random variables such that:

the numbegr of rounds used from the attackersﬂs_ 1, if the i-th node joins the interval”

O (W=gtl?losN) "Wwe use the same strategy to bound thé¢ = 0, otherwise.

number of rounds required for the attackers to achieve evenLetpz be the probability thak; = 1, and in particulap; =
R

B, which is: T = O (Y= 15N} Clearly the attackers 2= and lety = E[X] = YV pi = £. By the Chemoff

use attack configuration W|th minimum number of roundhound, we have thaP[X > (14 d)u] < 2 b1 iff 6> 2e—1.
Therefore, they can compromise Bluemoon’s anonymity im our case we choose= log N that respects the condition
0 (mm {( R+61R>R‘°gN (- qﬂj}‘f"ogND rounds. m 0 >2c—1foreachN > 32, which is easily satisfied for large
networks. ThereforeP[X > (1 +logN)§] < 2772 =
Claim 1. The number of consecutive rounds that an attacker 1 )%, which < 1 for eachg > 2 . Th|s proves that the

olog N
can be at a desired position is on averaée number of nodes in the interval between the receiver and its

Note that in Chaum-mix systems the path is rebuilt aftépot is at most& Y1 it follows thath = 21N+ _ g
each round and nodes on the path are completely new. Siic¢he number of nodes that must leave the rang%—]éf IDs
Bluemoon uses a chain of stable hooks it does not reconstroetween the receiver and its group such that it can rejoin the
paths, but group roots at each hook can change over time. Thusup.
once an attacker obtains a desired position on the path, theyn part 2, we want to bound the number of rounds the
can stay at that position for multiple consecutive roundssT receiver can be out of its group. First, we need to know how
claim follows the fact that in each round, there is one nodeany nodes leave the system in one round. When there are
that changes from the previous round. Thereforgaftackers % nodes that leave the system, on average, one of these is a
are in the right positions on the path on average, they can steode in the path between the source and the receiver.Second,




we need to know how many nodes must leave the systematsubset of N} whose members all have the same probability
be sure that each node that pushed the receiver out has lteftbe the source or receiver. Clearly, “ideal anonymity” is

allowing the receiver to rejoin its group.

achieved whef2| = N, meaning all nodes are not identifiable

In part 1 of this proof, we proved that at mc(§t“°g2¢l)) as the source or the receiver. The following two definitions
nodes can join between the receiver and its group root. Ndwm literature quantify the “Entropy of a system” and the
we compute the number of nodes that must leave the netwtkonymity of a system” respectively:

such that the receiver’'s group has Iéﬂ%ﬂ) —
w.h.p. This means that when the receiver returns, there
£ nodes between the receiver and its root. As defined abo
let h = w — 4 be the nodes that have to leave th
system, then the probability that it happens when therég:ar

node leaves in the entire networks is:
(5) _ KWI(N —h)!

(D) PG —mINY

k(k—1)(k—2)..(k—h+1) _ N—1

e

NN-)(N—2)..N—h+1) N
The previous inequality is equal to
(k—1)(k—2)...(k—h+1)

N DN =) (N—h+1)

>N-1

Q,gfinition 1. LetQ be a finite set of all nodes in the network.

0 attacker can computeé node v € Q2 a probability p, as
being the source or receiver of a message, using information
feaked from the system. Therefore the system entropy iedefin

as: H(Q) = — ZUEQ Py log py

From the above definition it is clear that the maximum
entropy H,,..(2) of a system is achievable when v €
Q, p, = ﬁ and soH,,,.(Q) = log ||

Definition 2. The anonymity of a system can be measured as:
H(Q) _ —>,eqPvlogpy
H7na’1¢(Q) - log ‘QI

It follows from this definition that a system’s anonymity is
measured as a value [0,1] where() means no anonymity
and 1 means the system is completely anonymous. It is now
possible to measure “unlinkability” (i.e. the probabilttybind

To perform proof by contradition, we assurhe< N —1, then source and receiver):
(k—1)(k—=2)...(k—h+1)

(N —1) >N-1 Definition 3. V pair of nodes(u,v) € Q let p, be the
(N =1)(N =2)..(N=h+1) probability thatu is the source ang, the probability that is
seeing that the receiver. Lep, , be equal top,p,, then the unlinkability
fol (u,v) qu,v(l(’gpu,u)
0o F=DE=2.(k—h+1) _ of our system is: Nf(ﬁlog#)

<

(N=1N =2)...(N=h+1) 1) Source Anonymitytn our analysis¢ colluding attackers

we have our contradiction. Therefore;> N — 1. This proves share data gathered from locally observed traffic and perfor

that we need to sed node leave events in the network beforgming analysis. Our results show that source anonymity is

the destination can rejoin its group. If in each round theee astrictly a function of the path length and the number of

% nodes that leave the network, then({L) rounds we can malicious nodes on the path.

seeN nodes leave the network, guaranteeing that the receiver

has rejoined its group, w.h.p. m Theorem 3. The source anonymity proportionally increases
We note that while receivers are outside their groups, &¥ith the rise of the number of relay groups.

tackers can observe no information about the receivereliyer

maximizing unlinkability. To maintain message delivergwh ﬁ?d a path between source and receiveRotlay groups, the

ever, the receiver’'s peers in the group must maintain a Fl Derage number of attackers on the pathis. For simplicit
cache of messages from the lastounds to be delivered to the. 9 patfis. plicity,

i — <
receiver upon return. Alternatively, the source can cacsta In the rest of the proof we will usé = . To prove how

. ) i oqurce anonymity can be compromised, we analyze the two
reverse path leading o itself using hooks, and then get ACI'isssible configurations of attackers on the path. The first is

from the receiver to ensure the receiver is in the path, aﬁal . i
. . when attackers control consecutive relay roots on the jaaith;
construct a new path when the receiver leaves its group. Pfﬁch

: : . . e second is when attackers are not in consecutive position
rebuilds, however, increases the information leaked amdéde ) .
: s : on the path. In case 1: attackers have to coritrobnsecutive
can be undesirable for applications. We leave it as futun&kwo . S
. ; relay roots and the number of possible combinations to do
to study how a receiver can leave its group to take advantatﬂ% is: (R_k+1) (R—k+1)!
) 1

. . ) : ! = = (R — k + 1). Therefore, the
{ T~ Therefore,

of thls. to improve its anonymity, gnd v_vhat |s_the best Stryélte%robablhty that the first attacker on the chain is the firsti@o

to deliver packets when the receiver is outside the group.

on the path after the source '% From this probability,

C. Anonymity via Entropy Metric it is clear that increasing the number of attacker nodes on
We now evaluate Bluemoon’s source anonymity and unlinke path decreases source anonymity. Of course the source

ability using the entropy-based anonymity metric [9], [24¢t is trivially identified when all hook roots are controlled by

the “anonymity set” be a set in which single elements are natackers.

identifiable. In a network ofV nodes, the anonymity sét is In case 2: the probability that attackers controls the first

Proof: In a network of N nodes,c colluding attackers,



node after the source is: nodelD. Unless specified otherwise, each node entering the
network is randomly assigned a lifetime based on traces or

%

k—1 (R—i—1 k—1 .
( k—1 ) _ Z R—k H( k—j ) an exponential distribution. Nodes leave once their lifeti
= (},f) Py R o R—-j-1 expires, and are replaced by a new node entering the network

) . with a new ID and lifetime. In addition to churn, our network
The maximum value that: can assume ist — 1 because a1 maintains a constant percentage of malicious nodes. We
we assume that attackers do not control consecutive nogggn the sender and the receiver alive for the test duration.
on the path, therefore _threi IS atkl_ejast one non-?ttacker OTAIl our simulations terminate after 10K rounds; we count
the path. In this case’z” [1;—0 (z=5%1) becomesy and e number of times the attackers were in the right positions
it is clear that the probability (k)f an attacker choosing thgy herform a successful predecessor attack over time (each
node following the source isc 7. Clearly this probability qcrrence is called a hit) and convert this hit count to the

decreases wittit and increases with. If the node before the opapility of success of the attackers based on the theaket
first attacker is the source, the attacker succeeds witheea 1, \mber of hits required by the attackers. Each point plotted

probability. Otherwise, the attackers succeeds with fdiba

h P in our graphs is an average of 20 simulation runs.
N—c (R—Rkﬂ ' . . 1) Bluemoon Path Robustness to Chuive measure the
2) Receiver Anonymity: number of path reformations under churn for both Onion

Sfouting and Bluemoon, using node lifetimes extracted from a

Theorem 4. Receiver anonymity increases as a function
recent measurement trace of the Gnutella network [23].

the size of the hook groups.

Proof: We separate our analysis into two cases, Whe(ﬁompa_\rison under Equal Bandwidth Overhegd.Like_ in
the receiver is in a group where the root is controlled by aﬁ,palyss, the_death O_f any reIay_ on the path is cons_|dere_d a
attacker, and when the receiver's group root is not coreidollround for Onion Routing simulation, and a new path is built.

by an attacker. LetA be the number of all nodes that thé:Or Bluemqon, the death of any path member_ (group root or
attackers can “see” on the path, where all nodes in a gro mber) signals a new round. For fair comparison, we ensure

are “seen” if and only if an attacker controls the group roo nat bothhgrqtocgls use the r?aorgeh number of nodes n a path:

In case 1: the probability that attackers can assign to e 8{5 each Onion Routing pat - NOpS, We compare It to ,a

node to be the receiver is—L— . Clearly, the larger the uemoon path ofL/g hooks, withg nodes in each hook’s
9% !

Rg—% . . .relay group. Thus, we fairly compare the robustness of these
group, the stronger the receiver anonymity. In case 2: the .
. . : . ... protocols undeexactly the samamount of total bandwidth
attacker can infer that a node is the receiver with prokigbili overhead

(w50 (7% )
; ) ) ) Robustness Results. We plot the cumulative path rebuilds

D. Simulation Results using Entropy Analysis over time in Figure 6 for different path lengths. The number o

We simulate the entropy-based source anonymity in Figureebuilds increases significantly for Onion Routing paththwi
for Bluemoon and Chaum-mix under different number of reldyie passage of time. On the same trace, Bluemoon did not
nodes () and group sizesy). Figure 4 shows that with differ- require a single path rebuild, confirming the effectiveness
ent ratios of colluding attackers in the network, Bluemoas hits stable links. Compared to the Cashmere [33] protocdl tha
source anonymity similar to those of Chaum-mix systems. Viggovides probabilistic path resilience, Bluemoon achsethe
also see that we can improve source anonymity by increasiggme level of stability deterministically, and therefockiaves
values of R and g. Figure 5 shows that for the same totaéqual or better path robustness for a given path.
”“’T‘ber Of nodes (L=16 or R=4, G5=4), Bluemoon has similar 2) Anonymity Degradation under the Predecessor Attack:
unlinkability to Chaum-mix. We also see that as expecteﬂ

) ing th ber of nod h th (by i aBi halytical Results Visualized. To better visualize the analyt-
Increasing the umber ot nodes on the pa (by incre NYical results in Table I, we plot in Figure 7 the theoreticahmu
and g) significantly improves unlinkability.

ber of rounds required by attackers to break the unlinkigbili
V. EVALUATION of Onion Routing and Bluemoon. With 5% of nodes attacking,
. . ) . Bluemoon with group size 8 is more than eight orders of
In this section, we first simulate path robustness of Blue-_ " . . . .

. : . ! . . agnitude better than Onion Routing. The gap slowly shrinks
moon and Onion Routing using configurations that incur equa

: . 0 .
bandwidth overhead. We then compare their predicted a%%l the ratio of attackers increases. At 20%, Bluemoon is four

measured resilience against predecessor attacks. Finally orders of magnitude better. Attack resiliency shrinks wlay

present throughput measurements of our prototype deplo;?ergup size. At group size 4the advantage of BIuemooq ranges
rom three orders of magnitude to two orders of magnitude at
on a LAN and on PlanetLab.

20% attackers in the network. Our simulation results presen
A. Simulation Results next confirm these analytical results.

We implemented Bluemoon and Onion Routing in OveiSimulation Results. We verify our analytical results via
Sim [2], an event-driven overlay simulator. All simulat®n simulation by comparing the unlinkability of Bluemoon and
run a network of 1000 nodes, each assigned a random 160&ition Routing under a globally colluding predecessor &ttac



1

> 1 50 T

g 2 2 45l Gnutella Churn, L=16 ——

> 09+t 3 095 | = Gnutella Churn, L =8 -~

5 K] : 3 40 Gnutella Churn, L = 4

& 087 £ o9f x 3

g o7l 5 g 3f

- 3 085 N N

g o6 j: os | 2 20}

2 05} _ I - & 15}

2 Chaum Mix L=16 —— g Bluemoon R=8, GS=8 —— 2 10}

S 04 Bluemoon R=8, GS=8 - £ 075 Bluemoon R=4, GS=4 - 5 &l

& g | BluemoonR=a, GS=4 @, Chaum Mix, L=16 O ol
'0.001 0.01 0.1 1 '0.001 0.01 0.1 1 0 1 2 3 4 5 6 7 8 9 10 11 12

Fraction of attackers (log scale) Fraction of attackers (log scale) Time (Hours)

Fig. 4. Entropy-based source anonymity ofig. 5. Entropy-based unlinkability of Blue-Fig. 6. Path rebuilds in Onion Routing under
Bluemoon (for relay group size 4 and 8) anthoon (for relay group size 4 and 8) andhurn for different path lengths over a period

Chaum Mix. Chaum Mix. of 12 hours.
le+ll . . : . . 1 . 1 .
1e+10 P Bluemoon (GS=8) —— | / 50% 50% attackers
Bluemoon (GS = 4) -——— i 40% 40% attackers
le+09 Onion Routing ] 08 7 30% 08 1 30% attackers
1e+08 > i 20% > 20% attackers
2 1e+07 £ 0.6 F 10% £ 0.6 b 10% attackers
S 1e+06 K g
o
€ 100000 g o4y g o4y
10000 | T e 1 s
1000 - T— 02t ’ 02t
100 - - ) 9 -
10 L~ . . . . ! ; 0 : - . 0 A E i
6 8 10 12 14 16 18 20 1 10 100 1000 10000 1 10 100 1000 10000
% of Malicious Nodes in the Network (c) Rounds (Onion Routing L = 16) Rounds (Bluemoon GS = 4; R = 4)
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Fig. 10. Bluemoon’s anonymity degradatiorFig. 11. Throughput measurement resultsig. 12. Throughput measurement results
under predecessor attack, for different % dfom Bluemoon prototype deployment on th&om Bluemoon prototype deployment on the
attackers in the network, relay group size=&luster. Planetlab.

For this long running simulation we derive node lifetime40% and 20% attackers are on the x-axis and hence invisible.
following an exponential distribution with average of 300@0Ve increase Bluemoon group size and path length to 8, and
secs. A simulation of 10K rounds corresponds to a real-wordge from Figure 10 that it improves the attack resilience by
measurement of around 12 days. This extreme churn leadsrore than two orders of magnitude compared to group size
around 300K total node leave events in a 1000 node netwark4, and confirms our analytical results. Note that we had to
during the simulation. In each graph, we plot the number @abom in on the y-axis in Figure 10 to see any results. Except
rounds on the x-axis and the probability of attacker’'s ssscethe 50% attacker graph, all others are on the x-axis and hence
for the given number of rounds on the y-axis. We also look ate invisible.

resilience for different amount of attackers in the netwdibr The step function-like increase in Bluemoon graphs occur
a fair comparison, we set the Onion Routing path length to liiecause once the attackers get into the right positionshtisi

and the Bluemoon path length to 4 with each group havingkéep incrementing for every round until one of the attackers
nodes (totally 16 nodes). Thus, paths in Bluemoon and Onigats out of position. In the case of Onion Routing the inazeas
Routing incur exactly the same bandwidth overhead. in probability is more uniform as the entire path is resetdole

round and the hits do not have this cumulative effect.
We plot the attack resilience for Onion Routing and Blue-

moon in Figure 8 and Figure 9 respectively. Although botR: Prototype Deployment and Measurement Results

systems are more easily compromised with more attackers\WWe implemented our prototype as a library on top of a C-
Bluemoon’s degradation is at least an order of magnitutéased DHT. Including the DHT storage and replication layer,
slower than that of Onion Routing. Bluemoon'’s resilience Bluemoon totals less than 1500 lines of C++ code. We used
exceptional for low level of attackers in the network. Lifies openSSL v0.9.7f and 128-hit keys (Blowfish) as our symmetric



cipher. We also implemented on Bluemoon an anonymoAsStateful Predecessor Attack. We can modify the prede-
email service which took less than 200 lines of C++. cessor attack to focus on obtaining control of relay roots,

Measurement Setup We deployed and measured our Blue[1odes that actually perform the message forwarding (aral loc

moon prototype on both cluster and wide-area networks. Otl)Jrrce) \?i%iasszta)n?jt r?‘eal)fthr:;ay;oi?g:);e:% ro;:]kg?r‘:\gtgﬁrl thﬁ;tgfe
local experiments ran on a cluster of 30 Dell PowerEdge 1750 Y path. P

servers connected via Gigabit Ethernet LAN. Our Wide-ar(;[séable' colluding attackers need to co_ntrol eagh relay oo :.t
. . e path at least once and record the information they gained
experiments ran on 90 world-wide nodes on PlanetLab.

. If the length of the pattR is known, then knowing information
Once we established our anonymous overlay, we choose gne

machine as the data collectbr, and insert a hool{ into the at_ aI_I R relays re_ve_als _the identity qf the_ source node. While
. : : ttys is possible, it is difficult to achieve in practice forda

network with D as the receiver. The rest of the machines sen . . .

: L networks. Note that increasing the path length increases th
bursts of 20 packets téf using paths varying in length from cost of controlling all relav roots
1 to 8 hops. The collector would record the inter-arrivaldsm i 9 y o o
of the 20 packets in each burst and use the total time coupledFVen if the attack succeeds in this first step, obtaining the
with the packet size to compute the throughput. Our grapﬁi;ntlty of the receiver is much harder. FBrhop paths, where

represent the average throughput obtained for each paiiet-KeYs are replicated t9—1 non-root nodes, the receiver can be
path-length combination over a large number of test runs. @1y one ofE(g — 1) nodes observed. Clearly, increasing the
path length also increases the size of the effective andgymi

Cluster Measurements. Figure 11 plots throughput obtainedset, More importantly, attackers can only identify the reee

on the cluster experiment generated by measuring approxithey control all other nodes in the receiver’s group. \gsin
mately 250,000 packet bursts. Each line represents thmughthe same analysis as the proof for Theorem 1, the attack can
of a particular packet size as we vary the number of hook§e syccessful i@((%)g—l log N) rounds. This is less than
Throughput is high for low path lengths, and lowers graqualthe rounds required for the basic predecessor attack. Hawev
as each hop adds additional overhead for encryption agk attack on the receiver can be prevented. We note that
forwarding. Since the cryptographic operations in Bluemognyitiple flows can use the same relay group with different
are bound by CPU speed rather than bandwidth, larger packesgs. Thus when attackers try to control the receiver’s grou
are able to reach higher throughputs. These results shaw figy can only identify nodes in a flow by its key. If Bluemoon
our prototype adds little overhead, providing throughputie  periodically sends out new keys (via path setup messages) to
hundreds of megabits. Even for today’s network applicajonthe receiver's relay group or a nearby group it belongs to,
this should be sufficient to support multiple flows per nodeattackers cannot be sure that they are logging the members of

PlanetLab Measurements. Due to PlanetLab’s popularity the right flow and must restart the process.

as a test environment, the large majority of its nodes agasection Attack. A successful intersection attack requires
constantly under extremely heavy processing load. Plaetl  ynowledge of all nodes online at different times duriag
machines also experience significant bandwidth congestiosion ysing the intersection of these online sets toceedu
and packet loss. Figure 12 shows the throughput resufis, ononymity of the source and receiver nodes. Unlike prior
obtained from 13,000 packet bursts on our F_’Iar_u_etLab depl%x/'stems [13], [21] where each node has access to global
ment. Average throughput on PlanetLab is S|gn|f|cantly bw?letwork membership, a node in Bluemoon knows only of its
due to heavy CPU contention on each machine. Path 1engfys oy neighbors, which make up a small fraction of thedarg
greater than 6 hops provided negligible throughput. The Wa.er 15 neer network. In addition, we can use mechanisms

outliers on the graph can be attributed to variance in ma&chig, o ,sed by Salsa [18] to further limit the amount of network
load on PlanetLab. Data runs for these points were initial embership information known at each node.

lost due to failed nodes, and were repeated on a separate day.

Our results demonstrate the robustness of the Bluemdaath Construction Attacks. Attackers can mis-route path
prototype under extreme conditions. We observed CPU loagfup messages to other attackers, thereby increasing the
on PlanetLab nodes ranging from 10.0 to 40.0 during theimber of attackers on a given path. In addition, attackers
course of our experiments. Maintaining connectivity and gacan drop setup messages. We can defend against attacks at
nering up to 4 megabits of bandwidth under these conditioti¥ overlay layer by leveraging recent work [18], [14] that
attests to the feasibility of deploying Bluemoon applioati provides bounds checking and redundancy mechanisms in the

on resource constrained end hosts. overlay. Attackers can also snoop on path setup messages to
obtain keys. We can defend against this attack by encrypting
V1. ADVANCED ATTACKS AND DEFENSES each setup messagg, with a random symmetric key’, and

delivering S,,, andk’ to the relay root using separate random

we p_roved _earller that Bluemoon guarantees Stron%ﬁlks, each starting at nodes far apart in the overlay.
anonymity against the standard predecessor attack cothpare

to other systems such as Crowds and Onion Routing. We ndWwe Sybil Attack. Attackers can enhance their influence in
examine the effectiveness of other attacks, including @amar the network through the use of the Sybil attack [12]. We can
of the predecessor attack highly customized for Bluemoon.mitigate its impact by leveraging previously proposed mech



anisms such as limiting node identities through IP addredate. Many low-latency relay-based anonymous systems are
mapping, per-node monetary or computational costs, or uskssigned for interactive communication [11], [8], inclndi
CAPTCHASs [13], [18], [4]. Uniform random selection of relaythe Onion Routing system [20], [29]. Onion Routing relies
or hook identifiers means that attackers’ power will be ledit on traffic redirection between a set of dedicated routers tha
to the ratio of the network it controlse. (¢/N) if controlling maintain pair-wise symmetric keys. The source routes the
¢ nodes in a network of sizé&/. messages through a selected set of currently active routers
Denial of Service (DoS). Broadcast-based protocols [25],.TOr [10] is the second generation onion routing system, and
[26] are highly vulnerable to DoS attacks, where malicio 3 deployed globally on a netyvork of trust.e.d mfrastructur(_a
vers. These systems experience scalability problertis wi

nodes broadcast dummy messages in the group to disrﬁl_?)ti i th ber of due 1o limited Pop
legitimate communication. Since the impact is proportion crease In the humber o users due 1o limited resources.

to the group size, Bluemoon’s small group sizes limits t onymous systems [13], [_18] have been proposed to address
severity of these attacks. Attackers can also perform DoS _scalablllty problems of mfrast_ructure-based_ sys_ter_ns
becoming relay roots, dropping messages and forcing paths tF_ma_IIy,_ hOOk_S resemble the tngger abstract_|on in i3 [2.2.3]'
be rebuilt. Recent work [3] suggests a fundamental tradediile i3 1S designed to case the |mp|ementa.t|on of mobility
between reliability and anonymity, and shows that selecti\§md rl?u!tmast, hooks are built to defend against predecesso
DoS can significantly reduce anonymity. Further work {gttacks in anonymous systems.

defend against these attacks is ongoing, and details aombey VIIl. CONCLUSION

the scope of this paper. The predecessor attack poses a real and significant risk

VII. RELATED WORK to peer-to-peer anonymous networks. In this work, we de-
. o scribe a proposal that uses hooks to defend against traffic
Cashmere. 'Cashmere [33] improves the reliability of anony'analysis attacks such as the predecessor attack. We show

| babilistic f i Cash Sfiat by leveraging persistent storage on DHTs, we can make
overlays to construcprobabilistic forwarding groups. Cash- anonymous links stable and minimize the impact of network

me]rc_e Iiequwl\e/ls a _centrft;\I (tiA (t:O (;I:strlbu,te_ large r(ljumb_:rs 8{/namics on anonymous communication paths. Our analysis
prefixkeys. Moreimportantly, L-ashmere's improved reste End simulations show that compared to prior approaches, our

to n_ode .fallures IS non-deFerm|n|st|c, _an(-j. n practlc_:e,l wi pproach provides several orders of magnitude improvement
provide little or no protection for a significant portion of;

I . Si delDs in th | q |r‘l¥resilience against predecessor attacks. Measuremgemts o
all sessions. since nodelDs in these overlays are ran Oravgloyed prototype shows that provide reasonable thrautghp

assigned, Cashmere group sizes can vary dramatically fr(é n under contentious high load environments.
empty or single node groups to very large groups.
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Proof: Let N be the number of nodes in the overlay

and nodelDs are assigned to nodes uniformly at random.
The size of relay groups defined by fadigit grouplD is [1] BAUER, K., ET AL. Low-resource routing attacks against tor. Rroc.

Theorem 5. The probability that a Cashmere prefix group ha
at most one node i€:!.
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